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Abstract

The progress made in anomaly detection mainly owes to the breakthrough of recent Machine Learn-

ing (ML) algorithms, enabling accurate Network Intrusion Detection Systems (NIDS). Though, even

cutting-edge network devices, such as programmable switches, lack the necessary computation to ac-

celerate such algorithms in the network data plane. Existing alternatives offload these models to server-

based middleboxes but generally lose on throughput, and cannot achieve line-rate speeds. On the other

hand, to be able to achieve line-rate while detecting some of the anomalies, network operators still imple-

ment simple heuristics in the fast path that fail to understand unseen behavior, such as zero-day attacks,

or either deploy simple ML models that cause systematic false positives. As a consequence, running

complex decision-making at high throughputs is a big challenge. State-of-the-art already explores pro-

grammable switches to perform feature computation entirely in the data plane. However, since a recent

extension to the now common PISA architecture of current programmable switches allows complex arith-

metic operations, we move forward and run also the ML inference in the switch, enabling detection at

packet time scales. The main challenge is that running NIDS in the switch is still limited to small ML

models. To address this problem we explore different DNN models, and some techniques to further

optimize their execution.

Keywords

In-Network Anomaly Detection; Network Intrusion Detection Systems; Per-Packet ML; Programmable

Switches; Data Plane ML.
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Resumo

O progresso alcançado na deteção de anomalias deve-se principalmente aos recentes avanços de al-

goritmos de aprendizagem, possibilitando soluções em sistemas de deteção de intrusão de rede mais

precisas. Embora mesmo dispositivos de rede de última geração, como switches programáveis, não

possuem a capacidade computacional necessária para executar tais algoritmos no plano de dados da

rede. Alternativas existentes movem a computação destes modelos para middleboxes, mas geralmente

perdem rendimento e não conseguem atingir velocidades à máxima taxa de transmissão. Por outro lado,

de modo a atingir a taxa de transmissão e manter a deteção de anomalias, operadores de rede ainda

implementam nas redes de computadores heurı́sticas simples que falham em perceber comportamen-

tos inesperados, tal como ataques dia zero, ou então recorrem a simples modelos de aprendizagem que

causam frequentes falsos positivos. Deste modo, executar tomada de decisão com base nestes mode-

los a alto rendimento é bastante desafiante. O atual estado da arte explora switches programáveis para

calcular estatı́sticas da rede somente no plano de dados. No entanto, uma nova extensão à comum

arquitetura de switches programáveis, PISA, permite a execução de aritmética complexa. Aproveita-

mos esta oportunidade para também executar a inferência de algoritmos de aprendizagem no switch,

e realizar a sua execução à taxa de transmissão. O principal desafio é que implementar sistemas de

deteção de intrusão diretamente em switches ainda é restrito a pequenos modelos de aprendizagem.

De modo a encarar este problema, investigamos diferentes modelos baseados em redes neuronais, e

adicionalmente alguns métodos de otimização desta gama de modelos.

Palavras Chave

Deteção de Anomalias em Redes; Sistemas de Deteção de Intrusão de Rede; Aprendizagem Pacote-

a-Pacote; Switches Programáveis; Aprendizagem no Plano de Dados.
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Chapter 1

Introduction

As computer networks increasingly play a crucial role in our everyday activities, there is a growing need

to safeguard users and network operators against potential cybersecurity threats. As these cyberat-

tacks grow in complexity and frequency, traditional methods of detecting and mitigating intrusions often

fall short. This is where Machine Learning (ML) has been stepping in, significantly improving the perfor-

mance of Network Intrusion Detection Systems (NIDS). A challenge of these systems is that running ML

models still represents a computational bottleneck. These models, especially Deep Learning (DL) al-

gorithms, are computationally intensive, requiring significant processing power and memory bandwidth.

Traditional network switching hardware cannot run ML computations, so NIDS are integrated with current

networks as server-based middlebox appliances that run off the data path, requiring heavy packet sam-

pling, thus, leading to slow inference times and reduced detection performance in practice. In this thesis,

we leverage recent network switch architectures that are amenable to ML computations, to explore the

potential of In-network ML-based Anomaly Detection.

1.1 Problem & Motivation

Due to the increasing use of Internet technologies, throughout the last three decades, networking sys-

tems are increasingly facing more security challenges. In order to ensure traffic security, networks imple-

ment detection systems to deal with increased traffic volumes and intrusion threats. The most common

systems rely on simple metrics and rules extracted directly from the processed data [Zhao et al., 2020].

These signature-based NIDS work well when the threat patterns are well-defined and the data they are

processing is representative of the types of network attacks they are designed to detect. However, these

rule-based systems are not effective at detecting out-of-distribution cases, such as zero-day attacks,

which involve patterns that are different, even if just slightly, from the patterns the detector was trained

on. In contrast, data-driven approaches are more flexible, learning how to recognize a wider range of
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patterns. These ML-based Anomaly Detection algorithms are therefore increasingly appealing for the

networking systems field [Boutaba et al., 2018].

Anomaly detection has been a relevant topic in Artificial Intelligence (AI), with a broad research

scope. Various types of anomaly detection systems have been permeating many important domains [Xu

et al., 2018, Mahadevan et al., 2010], one of these being networking systems. Network infrastructures

often include these middleboxes to automatically detect unusual traffic patterns, network behavior that

might indicate a network issue or even a security threat. By detecting these anomalies in a timely man-

ner, network administrators can take steps to prevent damage or disruptions within networks. However,

since the Machine Learning algorithms that empower these systems can be computationally complex,

it is a challenge to process network data in real-time [Fu et al., 2021]. This becomes a bottleneck in

line-speed networks, and so, to guarantee the required throughputs, a trade-off between faster packet

forwarding and complex decision-making must be taken into account. In this work, we take this chal-

lenge head-on, and look into Anomaly Detection applied to the field of NIDS, with focus on detecting

malicious traffic on networks.

Despite the advantages of ML-based anomaly detectors, rule-based systems are still elected for

large-scale deployments over ML-based detectors. In general, running rule-based detectors at tbps

speeds remains a challenge [Zhao et al., 2020], but they still outperform ML-based detectors with regard

to accuracy. Actually, rule-based detectors are very strong in detecting known attacks, avoiding false

positives. In contrast, ML-based systems can acquire a general understanding of the network behavior,

enabling the detection also of unknown attacks. However, these are not easily mapped to traditional

switching hardware (e.g., programmable switches), due to their complexity. The recent efforts made by

the research community on this topic proposed to directly map simple ML models, such as decision

trees, on match/action pipelines [Coralie et al., 2019]. Others went further and encoded such models

more efficiently [Zheng et al., 2022a,Zheng et al., 2022b,Xie et al., 2022,Zhou et al., 2023], consuming

fewer pipeline stages. Still, lightweight ML algorithms are very sensitive when facing slight deviations

from normal network patterns, generating many false alarms. Thus, more complex algorithms, such as

Deep Learning models, can potentially improve the status quo.

The need to deploy Deep Learning models in NIDS is not new [Boutaba et al., 2018]. Particularly,

Deep Learning can learn patterns and features that one may not find obvious, implementing multiple

levels of abstraction that leverage accurate predictions. Two state-of-the-art systems, Kitsune [Mirsky

et al., 2018] and Whisper [Fu et al., 2021], are server-based network anomaly detectors that implement

deep autoencoders, and achieve good detection performance. Since these approaches offload their

decision-making to the network control plane, they have limited throughput performance. More impor-

tantly, by running off the network path and at gbps packet processing speeds at best, they require heavy

packet sampling (e.g., 1:1000 or more) to be practical. Alas, this dramatically degrades their detection
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performance. On the other hand, running complex models directly in the network data plane is currently

unfeasible.

1.2 Opportunity

Recently, there have been several research efforts to make the network data plane more flexible. Typ-

ically, increasing the complexity of the operations performed in the data plane implies reducing the

throughput of the processed data. Simultaneously, strict security and modern service-level objec-

tives motivate the need to execute more advanced routines on a per-packet basis. Indeed, recent

breakthroughs on programmable switches, namely through the Protocol Independent Switch Architec-

ture (PISA) architecture [Bosshart et al., 2014], give hope to evolve from a fixed function forwarding

pipeline to a flexible and controllable data plane that can be used to implement complex workloads on

packets at line rate speeds. Despite the advancements that brought the PISA switching pipeline, pro-

grammable switches are not Turing Complete. To guarantee terabit throughputs, they need to process

packets deterministically in a few nanoseconds. They therefore cannot perform conventional operations

in CPUs (e.g., multiplication, division), loops are either inexistent or very limited, and computations are

restricted to simple arithmetic operations (e.g., addition, subtraction, bit shifts). This creates significant

barriers in terms of the computations required by ML models. For this reason, the research community

is investigating new hardware to serve the purpose of running complex decision-making.

Some recent approaches have started dodging the limitations of the data plane. As a matter of fact,

Peregrine [Amado et al., 2023] moves the entire feature computation module to the network data plane,

computing flow-level features with per-packet granularity. These features are then summarized into

reports that are periodically sent to the control plane to be checked by the ML model, where detection

inference takes place. Despite Peregrine still not performing ML inference in the fast path, the input to the

model includes statistical information computed on every packet at line-rate without occurring sampling

loss. To further aid performant complex decision-making in the network, Taurus [Swamy et al., 2022a]

introduced a new switch architecture that includes primitives to execute ML-based algorithms. This is

the missing piece to enable ML-based anomaly detection entirely in the network data plane. To achieve

high-detection performance at line-rate, our goal is to run the computation of an anomaly detector —

both feature computation [Amado et al., 2023] and ML inference — entirely in the data plane, exploring

traditional Protocol Independent Switch Architecture (PISA) switches [Bosshart et al., 2014], and new

switch architectures, such as Taurus [Swamy et al., 2022a], to assist complex ML inference.
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1.3 Towards Data Plane ML

Deploying a detection system in a demanding and resource-constrained environment, such as the net-

work data plane, is not trivial. For instance, NIDS are required to meet high performance to effectively

process data at line-rate speeds. As a result, besides exploring recent switching designs that run along-

side a PISA pipeline to enable both terabit packet processing and per-packet ML inference [Swamy

et al., 2022a], in this thesis we also delve into other techniques that can provide a compressed and

optimized execution of ML workloads, such as quantization [Wu et al., 2020]. In this way, we leverage

other important related fields to promote ML in the network data plane.

The term quantization refers to the process of mapping continuous values to a set of discrete fi-

nite ones. For some, the drive behind quantization arises from findings in neuroscience indicating that

the human brain encodes information in a discrete, quantized manner rather than continuous [Tee and

Taylor, 2020]. In the context of ML, this process typically involves converting the pre-trained model rep-

resentations to a lower and compact bit-width, that encodes the crucial weight signals, so that model

computations are performed at a cheaper cost. Therefore, quantization can be seen as the approxima-

tion of continuous values, typically which use a floating point representation, to scales that can resort to

a very limited number of bits, for instance the usual integer representation or the fixed point representa-

tion. Despite the fact that approximating such intermediate results can lead to precision degradation of

the ML model, the task for quantization algorithms is to introduce little performance loss while speeding

up model inference. For some fields such as generative networks, quantization has truly been revo-

lutionary [Frantar et al., 2023], allowing to maintain the overall model knowledge acquired during the

training phase, while being computationally inexpensive. In addition to quantization, a light representa-

tion learning model can provide compressed representations of data without requiring an extraordinary

number of model parameters. This can be either achieved by performing a better selection of the ex-

tracted data features or by reducing the number of hidden features that are computed in intermediate

model calculations. In this thesis, we will investigate the effect of quantization, and shrinking the model

size on detection performance for the task of intrusion detection.

1.4 Contributions

The primary objective of this thesis is to demonstrate the feasibility of achieving performance levels

comparable to Kitsune [Mirsky et al., 2018] while significantly reducing hardware resource consumption.

We adapted existing lightweight models to evaluate their performance in the NIDS landscape. Subse-

quently, through empirical exploration, we introduced methods that compress these models while sus-

taining the anomaly detection performance. Additionally, we provided a comprehensive assessment of

the resources required for executing these models within the Taurus architecture [Swamy et al., 2022a],
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paving the way for running ML-based Anomaly Detection at line-rate.

Additionally, while the immediate application domain focuses on safeguarding network infrastruc-

tures, a broader aspiration of this research is to formulate a methodology that transcends the bound-

aries of network data and can be readily extended to various other sequential data types, encompassing

domains such as financial transactions, IoT device monitoring, among other possible applications.

1.5 Thesis Outline

This document is structured as follows:

In Chapter 2, we initiate the document by presenting fundamental concepts that will serve as a

foundation for the subsequent chapters. To begin, we lay the foundation by introducing programmable

networks and their vital role. We then navigate through the realm of Network Intrusion Detection Systems

(NIDS) before delving into the theory of Deep Neural Networks (DNNs). Finally, we wrap up with a

comprehensive overview of methods to enable ML on devices with limited resources. Further, in Chapter

3 we explore the state-of-the-art in ML for networking, as well as a new architecture to enable performant

ML inference in the data plane.

We proceed to Chapter 4, where we take a look at the models we explore, supported by their im-

plementation. In addition, we present a ML workflow for NIDS. Moving on to Chapter 5, we present

and discuss our experiments, comparing them with other NIDS. We also show the results of model

compression techniques for this task.

We conclude our thesis in Chapter 6, by summarizing the main conclusions of this work, and dis-

cussing future directions within this topic.

5



6



Chapter 2

Background

In-network ML-based Anomaly Detection can today be considered an important and active research

topic mainly owing to the success of Software Defined Networking (SDN) that allows network customiza-

tion. Alongside, advancements in the field of ML, mainly through DNNs, have enabled the creation of

interesting and innovative anomaly detectors in the field of Network Intrusion Detection Systems (NIDS).

Since network devices are resource sensitive, the study of quantization also appears as a relevant re-

search path in NIDS.

2.1 Programmable Networks

Traditionally, in conventional networking, the control plane and data plane were tightly integrated within

network devices, making it challenging to adapt to changing network requirements without significant

hardware modifications. Networks relied on fixed-function switches that were composed of switching

hardware that simply forwarded packets based on a preconfigured unchanging set of rule types, which

are populated by distributed protocols running in the network switch’s control plane. However, to meet

these evolving demands, the importance of introducing programmability over networks has caused a

dramatic shift from traditional, static infrastructures to dynamic and agile network environments.

2.1.1 Software Defined Networking

The need to deploy custom routines over forwarded packets motivated the emergence of Software De-

fined Networking (SDN) [Kreutz et al., 2014]. SDN’s innovation lies in abstracting the control plane, al-

lowing network administrators to define network policies and behaviors through software, which can be

dynamically applied to the underlying physical infrastructure. Thus, SDN introduces a logically central-

ized controller, which communicates with the switch in the data plane via a southbound communication
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protocol such as OpenFlow [McKeown et al., 2008]. This decoupling of the control from the data plane

(Figure 2.1) enables the network to become more programmable, adaptable, and responsive to the

demands of modern applications and services, by enabling flexibility and customization over network

hardware. In turn, this alleviates the cost of communicating with outside middleboxes or servers that

were used to execute the required custom functions. Indeed, offloading computation results in higher

overhead, lower throughput, and additional latency.

Figure 2.1: Simplified view of an SDN architecture

With this problem ahead, SDN came into play to make a clear decoupling between the control and

data planes, by means of the introduction of an open interface between both, allowing remote control

over the switch data plane. Briefly, the control plane has an overall vision of the network and defines the

overall behavior of the network, whereas the data plane is the fast path that implements the behavior over

individual packets (e.g., when to forward the packet). SDN architectures also promote open standards

and APIs, fostering interoperability and encouraging innovation in the networking industry. As a result,

SDN has not only revolutionized network management but has also paved the way for the development of

novel networking applications, such as network slicing for 5G, intelligent traffic engineering, and intrusion

8



detection, the topic we explore next.

2.1.2 Programmable Data Plane

Later, after the introduction of SDN, network programmability was further extended with the development

of programmable switches that enable programming also in the data plane. The emergence of domain-

specific programming languages for network devices such as P4 [Bosshart et al., 2014], together with

more robust compiler support, allowed the data plane to evolve from a fixed function forwarding pipeline

to a more flexible data plane that can be reconfigured in the field to be able to modify the way the

packets are forwarded. This emergence of programmable switches, owing to the success of Protocol

Independent Switch Architecture (PISA) (e.g., P4 switches [Bosshart et al., 2014]), has created the

opportunity to enable in-network intrusion detection, by increasing flexibility and control of the network

data plane.

The PISA switching pipeline (Figure 2.2) is composed of a parser block for packet headers parsing,

followed by multiple programmable match/action stages, that process packets given the implemented

logic of a P4 program [Bosshart et al., 2014] (i.e., a language to program switch data planes). Nev-

ertheless, to ensure line-rate speeds, these Match-Action Tabless (MATs) are very limited in terms of

computational and memory resources. For instance, arithmetic logic in MATs is strictly limited in a way

neither multiplication nor division is supported. Finally, on the last end of the pipeline, a deparser block

serializes the outgoing packets. The existing limitations are the main reason why the research commu-

nity has been working on relevant switch alternatives on top of the current PISA [Siracusano and Bifulco,

2018,Sanvito et al., 2018,Swamy et al., 2022a], one of which we describe later.

Figure 2.2: Protocol Independent Switch Architecture (PISA) [Bosshart et al., 2014]
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2.2 Anomaly Detection: An Overview

Anomaly detection refers to the problem of finding patterns in data that differ from normal and expected

behavior [Chandola et al., 2009]. Anomaly Detection can be often regarded as novelty detection or

outlier detection, nevertheless, these designations are adjusted to slightly different tasks within the scope

of Anomaly Detection. Whereas novelty detection focuses on disclosing new observation classes (i.e.,

non-existent in the training data), outlier detection is interested in detecting observations that are far from

the normal patterns, typically in low density regions. Similarly to most NIDS, we formulate this work as

an outlier detection problem, since we aim to distinguish anomalous deviations from what is considered

to be normal traffic observations.

The breakthrough of anomaly detection in fields other than NIDS [Xu et al., 2018,Mahadevan et al.,

2010], has enabled the use of thriving solutions in many other areas of research. More specifically, be-

sides the successful applications of anomaly detection to monitor cybersecurity threats, it is also widely

used to detect fraudulent financial transactions [Branco et al., 2020], product defects in the manufac-

turing industry [Quatrini et al., 2020], or even specific health conditions [Fernando et al., 2021]. These

distinct kinds of applications end up intersecting together in the field of Machine Learning (ML), on which

they can share significant insights. Thus, the heterogeneity of applications with ML-based anomaly de-

tection algorithms is relevant and successfully promotes the progress of NIDS.

2.3 Network Intrusion Detection Systems

Identifying and preventing malicious activities within networks is currently one of the most critical require-

ments for every cutting-edge networking system. In order to achieve such condition, NIDS are employed

to save organizations from imminent and recurrent security threats. Yet, it turns out that modern attacks

are increasingly sophisticated, exploiting several limitations of existing NIDS. Thus, such attacks [Fu

et al., 2021,Atre et al., 2022,Alcoz et al., 2022] have shown that the next NIDS should be robust enough

to capture complex or even out-of-distribution threats.

Intrusion detection systems can be separated into two classes. In general, Misuse-based Intrusion

Detection performs its detection using stored signatures of known attacks [Roesch et al., 1999,Paxson,

1999]. In contrast, Anomaly-based Intrusion Detection learns traffic patterns by observing the be-

havior of the network, having a prior notion of normal behavior, with the objective of detecting potential

deviations from this normal pattern.
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2.3.1 Misuse-based Intrusion Detection

Misuse-based or Signature-based NIDS detect attacks by matching network patterns against precon-

figured signature profiles of known attacks. These signatures always rely on the knowledge of known

attacks, being extracted directly from previous attacks or handcrafted by experts.

Two relevant works introducing signature-based NIDS were proposed by Roesch [Roesch et al.,

1999] and Paxson [Paxson, 1999]. While Snort [Roesch et al., 1999] is centered around implementing

a lightweight NIDS by importing rules operated on simple primitives, such as regular expressions and

static strings, Bro [Paxson, 1999] further extends this approach by introducing a scripting language,

which supported the expressiveness of the rulesets. As the size of the rulesets and the number of

flows increases, neither approach is able to meet an acceptable performance on single servers. Thus,

to operate networks at hundreds of gbps or even tbps, this requires a vast number of servers, in fact,

motivating the creation of more robust architectures that could fulfill modern throughput requirements.

Given the cost and complexity of this deployment, in practice, only a subset of traffic reaches the NIDS,

by means of sampling, for instance.

The state-of-the-art signature-based NIDS [Zhao et al., 2020, Zhang et al., 2020, Liu et al., 2021]

increase the throughput of the detection systems. Pigasus [Zhao et al., 2020] supports line rates on the

order of 100 gbps while running hundreds of thousands of concurrent flows, capable of matching packets

against tens of thousands of rules, by leveraging a Multi-String Pattern Matching layer implemented on

a Field Programmable Gate Array (FPGA). Poseidon [Zhang et al., 2020] and Jaqen [Liu et al., 2021]

go further, reaching line-speed (tbps rates) by employing programmable switches, but focusing only

on DDoS, thus losing on generality. Despite the mentioned improvements, it is important to stress that

misuse-based NIDS are dependent on the defined rulesets, and therefore are not able to detect unknown

or zero-day attacks.

2.3.2 Anomaly-based Intrusion Detection

Anomaly detection has been emerging as an exciting research topic, due to its applicability to a wide

diversity of fields, such as Time-Series data [Xu et al., 2018] or Computer Vision [Mahadevan et al.,

2010]. By learning good representations of the respective data, these systems can generalize to unseen

inputs, better recognizing possible divergences in data. In the context of NIDS, unlike misuse-based

intrusion detectors, the anomaly-based class of NIDS focuses on acquiring general knowledge regarding

normal network behavior, differentiating it from potential abnormal patterns. As a result, anomaly-based

NIDS can generally detect new attack variations.

Typically, anomaly detection has been powered by the use of ML, and in particular the increas-

ing use of DNNs [Boutaba et al., 2018] (we present some background on DNNs in the next section).
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Anomaly-based NIDS can be broadly classified into two categories: flow-based and payload-based.

While flow-based anomaly detection [Alcoz et al., 2022, Barradas et al., 2021, Mirsky et al., 2018] fo-

cuses on learning network patterns through flow features, payload-based anomaly detection [Boutaba

et al., 2018] relies solely on computed features from the actual user data, in order to gauge its normality.

However, due to its ability to map and aggregate potential malicious packets, current research is increas-

ingly conducted towards flow feature-based anomaly detectors, that use enriched statistics to improve

detection [Fu et al., 2021,Amado et al., 2023].

Nevertheless, in the field of NIDS, anomaly detection approaches are still often discarded for large-

scale deployments due to some limitations. First, current anomaly detectors rely on complex algorithms,

whose execution is demanding for resource-constrained network devices (e.g., network switches). Most

approaches deploy the learned models on the network control plane [Mirsky et al., 2018, Hamza et al.,

2019]. However, it is unfeasible to achieve line-rate/per-packet ML by offloading complex decision-

making to the orders-of-magnitude slower control plane. Second, deployed anomaly-based models

depend on continuous packet features, which are required to achieve robustness. Likewise, computing

these features at line-rate remains a challenge, though feature computation has a crucial role in bat-

tling high false positive rates, a typical tendency by anomaly detectors. One may note that even low

false-positive rates can result in a considerable amount of false alarms [Arp et al., 2022], always an

undesirable paradigm for network operators.

Fortunately, the latest progress on programmable switches enables custom packet processing logic

through domain-specific languages for the network data plane (e.g., the P4 language [Bosshart et al.,

2014]). This leads to the possibility of potentially running complex ML models, such as DNNs, with high

performance in the programmable data plane, thereby delegating complex decision-making to the fast

path. In this thesis, we explore this possibility. But first, we give some background on ML, specifically

DNNs.

2.4 Deep Neural Networks

Lately, Deep Neural Networks (DNNs) have been achieving unprecedented success in diverse fields of

study [Xu et al., 2021, Xu et al., 2018]. With regard to NIDS, DL has already shown robust traffic clas-

sification [Boutaba et al., 2018]. However, implementing such algorithms on traditional PISA pipelines

is difficult, if not impossible, since DL algorithms rely on linear algebra, requiring complex computations

unavailable on PISA switches. Despite the existing barriers, prior art tried to map complex mathematical

operations to the match/action tables by storing intermediate calculations [Zheng et al., 2022b]. Yet, as

model size increases, the number of intermediate steps grows exponentially, limiting the size of the DL

model.
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Given the limitations of PISA architectures, new switch architectures and extensions to PISA have

been proposed recently, potentially enabling running Deep Learning (DL) models [Swamy et al., 2022a]

in the data plane, and therefore performing highly-accurate intrusion detection. In particular, recent

server-based NIDS approaches using such models are showing promise by either reconstructing the

network behavior through autoencoders [Mirsky et al., 2018] or extracting rich network features with

Recurrent Neural Networks (RNNs) [Sohi et al., 2021]. We present details in these models next and

leave the presentation of this new switch architecture to the next chapter.

2.4.1 Autoencoders

In general, as illustrated in Figure 2.3, the Autoencoder (AE) architecture aim to reconstruct a given input

through DNNs, by encoding the input data into a lower dimensional latent space z ∈ Rdz (Equation 2.1),

followed by a decoder which maps the latent vector back to the input space x ∈ Rdx (Equation 2.2).

Figure 2.3: Traditional Autoencoder architecture

z = ge(We x+ be) (2.1)

x̂ = gd(Wd z+ bd) (2.2)

Both equations 2.1 and 2.2 exhibit the computation of the encoder and decoder, respectively, with

regard to its learned parameters W and b, followed by an activation function g, typically a non-linear

function (e.g., sigmoid or ReLU).
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L(x, gd(Wd ge(We x+ be) + bd)) = ||x− x̂||22 (2.3)

In NIDS, since the learned parameters will be mainly centered around normal network patterns, being

more difficult to reconstruct unseen abnormal behaviors, the anomaly score can therefore be measured

as the reconstruction loss of the reconstructed input x̂ ∈ Rdx with regard to the actual input x (Equation

2.3). Motivated by AEs, a state-of-the-art NIDS, Kitsune [Mirsky et al., 2018], implements an ensemble

of autoencoder models capable of learning powerful distributions among the latent representations.

Kitsune’s ensemble consists of multiple AEs that together attempt to reconstruct various sets of features,

grouped according to their similarity.

2.4.2 Variational Autoencoders

Variational Autoencoders (VAEs) are a type of neural network architecture that extends the concept

of traditional Autoencoders (AEs) by introducing probabilistic modeling. VAEs are designed to encode

input data into a lower-dimensional latent space while simultaneously learning the underlying probability

distribution of data points in that latent space. This probabilistic approach allows VAEs to generate new

data points that resemble the input data distribution.

Unlike in AEs, the encoder in the VAE takes an input data point and maps it to a probability distribution

in the latent space. This is achieved through a DNN that encodes the input data into two vectors: a mean

vector (µ) and a variance vector (σ2). Then, a sampling step is introduced to generate a vector in the

latent space from the learned distribution. The decoder in the VAE takes the sampled latent vector

and maps it back to the data space to reconstruct the input data, exactly as done as in AEs. The key

innovation of VAEs is the introduction of a loss function that combines two components: a reconstruction

loss, as in AEs (Equation 2.3), and a regularization term based on the Kullback-Leibler (KL) divergence

between the learned latent space distribution and a standard normal distribution. Given two continuous

probability distribution q and p, the KL divergence is given by:

DKL(q||p) =
∫
x

q(x)
p(x)

q(x)
dx (2.4)

Thus, incorporating this probabilistic modeling into NIDS can enhance their effectiveness and adapt-

ability in the evolving landscape of network security, offering a more comprehensive understanding of

network behavior and improved detection capabilities.
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2.4.3 Recurrent Neural Networks

Unlike other deep learning approaches, the Recurrent Neural Network (RNN) assumes that some data

is sequential, such as text or time series data. On top of this assumption, RNNs are capable of extracting

useful and powerful features for accurate inference. Thus, the input data x is decomposed in different t

steps (x1, x2, ..., xt) and fed to each step of the RNN (Figure 2.4).

at = g1(Waa
t−1 +Wxx

t + ba) (2.5)

Similarly to traditional feed-forward neural networks, weight coefficients (i.e., W and b) are taken

into account. However, they will be shared temporally. At each step t, an activation vector at will be

computed, considering the previous step activation and the input at its step (Equation 2.5). Finally, this

activation can be reduced to produce an output value (Equation 2.6), e.g., an anomaly probability.

yt = g2(Wya
t + by) (2.6)

With respect to NIDS, RNNs can potentially lead to powerful solutions, considering the sequential

flow patterns of networks that match well these models, motivating us to explore them in this work.

However, RNNs are more computationally complex than most of the DL algorithms, making it even more

challenging to fit the resource constraints of a network switch.

Figure 2.4: A traditional Recurrent Neural Network (RNN)

2.4.4 Gated Mechanisms

Some variants of RNNs, namely the Long Short-Term Memory (LSTM) [Hochreiter and Schmidhuber,

1997] and the Gated Recurrent Unit (GRU) [Chung et al., 2014], propose modifications to the RNN

architecture in order to solve the vanishing gradient problem encountered by traditional RNNs. Because
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of the nature of simple RNNs, this problem is encountered because the information is lost through time

and the model is not able to encode all the information inside the timestep hidden vector. So, the main

change in both LSTMs and GRUs is that they implement gate mechanisms that allow them to better

regulate the flow of information over time. Essentially, each of the network cells will decide how much

information will be carried to the next memory cell, thus dropping information if it is irrelevant to the task,

or maintaining it if so. GRUs implement this method by introducing two specific gates.

Reset Gate

The reset signal rt (Equation 2.8) is responsible for determining how important ht−1 is to the summa-

rization h̃t. The reset gate has the ability to completely ignore the previous hidden state if it turns out

that ht−1 is irrelevant to the computation of the new memory (Equation 2.9).

Update Gate

The update signal zt (Equation 2.7) is in charge of determining how much of the previous hidden state

ht−1 should be carried forward to the current state ht. For example, if zt ≈ 1, then ht−1 is almost entirely

copied out to ht . In contrast, if zt ≈ 0, then mostly the new memory h̃t is forwarded to the current hidden

state. Equation 2.10 is illustrated by this example.

zt = g(Wzx
t +Uzh

t−1) (2.7)

rt = g(Wrx
t +Urh

t−1) (2.8)

h̃t = g(rt ∗Uxh
t−1 +Wxx

t) (2.9)

ht = (1− zt) ∗ h̃t + zt ∗ ht−1 (2.10)

Because the LSTM introduces additional gates, its number of parameters turns out to be significantly

greater, losing on inference speed as its complexity increases. This makes LSTMs slightly less appeal-

ing to use in the context of NIDS, since it may affect throughput if one runs it on a per-packet basis.

Nevertheless, in general, RNNs can provide richer features to the NIDS that specify the flow patterns

of the network, not being limited to the flow information of the feature extractor. Consequently, gated

mechanisms may better recognize when certain patterns become irrelevant or pertinent at a specific

time, only maintaining the most important encoded information required by the classification model. So

there is an efficiency-performance trade-off worth exploring.
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2.4.5 Deep Gaussian Models

Deep learning is a hierarchical inference method composed of one or more sequential layers able to effi-

ciently describe complex relationships, by working on feature combinations. In parallel, Gaussian-based

models can represent data within multivariate standard Gaussian distributions which follow certain prior

probabilities to classify data points [Reynolds et al., 2009]. A combination of Deep Learning with Gaus-

sian methods would essentially benefit from the best of both worlds (Figure 2.5). The Deep Gaussian

Mixture Model (DGMM) [Viroli and McLachlan, 2019] introduces a network of multiple layers of latent

variables that follow a mixture of Gaussian distributions. The gains from integrating deep networks on

Gaussian methods are: 1) benefit from reduced data dimensionality, therefore reducing the complexity

of the model; 2) enhance the quality of features through the Deep Learning (DL) extrapolation, allowing

a more robust representation of data. As a result, the combination of these techniques can be highly

advantageous in the context of NIDS, where the ability to deduce Gaussian probabilities from improved

prior intrusion distributions can significantly enhance the system’s efficiency.

Figure 2.5: Latent vector mapped into a Gaussian Mixture Model (GMM)
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2.5 Techniques to enable ML on constrained devices

The selection of DNN models we made to explore in this thesis is grounded in our goal of achieving

good detection performance while respecting the resource constraints of network switch architectures.

In addition, we will also explore techniques that can further reduce the computational requirements of

these models to allow their practical deployment.

2.5.1 Feature Importance

Computing feature importance enables successful feature selection to reduce the dataset’s dimension-

ality by choosing the most relevant features to a given task. Therefore, feature importance calculation

has become a key data analysis tool to better study a wide range of datasets. Such methods can go

from simple permutations of features to even more complex entropy computations. However, both can

provide insightful interpretations of features.

The permutation feature importance measurement was first introduced by Random Forests (RFs)

[Breiman, 2001]. In general, permutation feature importance gauges the variation in the prediction

error of the model after the permutation of the feature values, which typically will break the relationship

between the feature and the true outcome. Using this method, a feature can be considered as important

if noising its values increases the model uncertainty because in this scenario the model relied on the

feature for the prediction. On the other hand, if noising its values does not affect the model predictions, it

can be considered that the model ignored the feature for the prediction, and this feature is most probably

irrelevant.

Similarly to Random Forests (RFs), XGBoost (XGB) [Chen and Guestrin, 2016], a gradient boosted

decision tree system, employs feature importance methods in order to succeed. Typically, feature se-

lection in gradient boosted decision trees comes from the information gain regarding the selection of

a particular feature. Equation 2.11 presents the calculation of the information gained, which is often

regarded as the degree of uncertainty (i.e., entropy) difference between the current node and the sub-

sequent leaves. For 2-class classification, the entropy would be calculated as shown in Equation 2.12,

where P and N stand for the ratio of positive and negative data points respectively. In general, feature

importance methods calculate how well a given feature splits the dataset, according to the ground truth.

In case a feature is capable of separating all the data points within the dataset, it is an indicator of its

high information gain.

gain(f) = entropy(node)–[average entropy(leaves)] (2.11)

entropy(P,N) = −P log2(P )−N log2(N) (2.12)
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Thus, for NIDS, feature importance is a relevant area of study, since these ML systems can benefit

from a better selection of features, fulfilling a lighter representation learning. In addition, it provides

an enhanced comprehension of the dataset features, perhaps making the ML model less confused,

minimizing entropy, and preventing it from weak assumptions.

2.5.2 Quantization

Despite the effectiveness of deep neural networks, it is clear that their high computational costs are still

a barrier to being able to perform their inference without dedicated hardware. Though, in a broad range

of tasks, to achieve state-of-the-art results, DNNs are increasingly larger. In the case of programmable

switches, it is evident that these network devices lack the necessary resources to run the complex arith-

metic of DNNs. One can however leverage DNNs quantization, an active research topic, in order to

effectively find lower bit-width model representations rather than executing a costly full-precision rep-

resentation. Quantization is, therefore, a mechanism to reduce the computational and memory costs

of running inference by representing the weights and activations with low-precision data types such as

8-bit integer (int8), or even lower integer scales, instead of the conventional 32-bit floating point (float32).

Reducing the number of bits means the resulting model requires less memory storage, theoretically con-

sumes less energy, and linear algebra operations. For instance, matrix multiplication can be performed

much faster with integer arithmetic. It also enables running such models on some resource-constraint

devices, which sometimes only support integer data types.

Integer Quantization

Generally, converting floating-point numbers to fixed-point scales requires efficient ways of mapping

those numbers across scales. Eventually, the quantization algorithm will certainly incur some loss,

since it is inevitable that a coarse-grained scale will contain several fine-grained values within the same

interval. For that reason, an integer could for instance represent various floating-point values at the

same time, degrading the model precision. Naturally, quantization can be assumed as an approximation

method that accelerates the model execution. Thus, the less number of bits used to quantize a model,

the more loss the quantization algorithm may be subject to, and consequently better the inference per-

formance. The simple range-based quantization is a great example to illustrate how quantization works.

As Figure 2.6 suggests, range-based quantization simply would map float32 values to the int8 represen-

tation. In this case, quantization is asymmetric, which means the zero-point in both scales is not aligned,

and so the quantization process requires the addition of the distance between both zero-points, which

effectively represents the origin zero-point shift.

As presented in Equation 2.13, the quantized integer representation of a floating-point number can

be achieved by computing two linear transformations: applying scale and the zero-point (also known as

quantization bias, or offset).
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Figure 2.6: Assymmetric range-based integer quantization

Q(xf ) = round(
x

scale
+ zero point) (2.13)

scale =
max(xf )−min(xf )

max(qf )−min(qf )
(2.14)

zero point =
max(xf ) +min(xf )

2
(2.15)

Some quantization algorithms can work with as low as 2-bit or even 1-bit integer precisions. For

instance, Binary Neural Networks (BNN) is a DNNs quantization method, which represents each neuron

as a 1-bit integer (e.g., the sign of the value). BNNs were actually experimented in the programmable

data plane [Siracusano and Bifulco, 2018,Zheng et al., 2022b], however being very imprecise and requir-

ing tens of match/action tables. Further, interesting work has been proposed in the fields of computer

vision and Large Language Models (LLMs), where models tend to be particularly exhaustive, bringing

complex applications to portable devices. For that purpose, Yang et. al [Yang et al., 2019] formulated

the quantization operation as a differentiable non-linear function for training aware multi-bit quantiza-

tion of both weights and activations. Further, it is also possible to quantize full-precision networks into

low-bit networks through hashing mechanisms [Cao et al., 2017]. Nevertheless, quantization is a vast

area of research, and there are multiple complex methods to approach the quantization problem. In
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general, quantization methods fall broadly into two categories: Post-Training Quantization (PTQ) and

Quantization Aware Training (QAT).

Post-Training Quantization

Post-training methods of quantization generally involve quantizing a model after it has been trained.

Therefore, the model has already acquired the general knowledge about the given task, and quantization

takes place to convert the learned parameters to a lower bit-width. In some cases, in order to soften the

quantization error, a portion of the dataset is chosen to perform some training steps (i.e., finetuning),

which requires much less computation when compared to full model training, so that the model can

adapt to the change of scale. Post-training approaches are therefore particularly appealing for larger

models, for which full training is expensive. In addition, some methods can quantize components to

3-4 bits PTQ methods [Frantar et al., 2023], while remaining accurate. However, this kind of approach

usually targets models with hundreds of billions of parameters (e.g., LLMs), which most of the time are

overparametrized networks that can be subject to high degrees of compression without suffering high

degradation.

Quantization Aware Training

The other class of quantization methods is Quantization Aware Training (QAT). Unlike the PTQ methods,

QAT algorithms typically quantize models during extensive retraining or full training, using special differ-

entiation mechanisms to adjust the quantized weights and activations during the training phase [Gholami

et al., 2021, Nagel et al., 2021]. This training optimizes the quantized model weights to enhance model

performance on the given task by emulating inference-time quantization. It uses ”fake” quantization

blocks, known as quantization and dequantization blocks, during the training phase to reproduce the be-

havior of the inference phase. In sum, these blocks are introduced to serve as gates that will transform

the original precision to the quantized lower bit-width precision, in order to differentiate the quantization

operation during training. Figure 2.7 represents the differentiable relations within the quantized model

execution. For smaller models, which usually do not require large amounts of resources to perform a full

training phase (i.e., exposing the quantized model to the entire set of training data), QAT can be very

beneficial since the knowledge can be better transmitted to the quantized weights. In contrast, PTQ

methods would only expose the quantized parameters to a very restricted portion of the training data,

therefore not performing so well for smaller networks.
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Figure 2.7: Quantize and Dequantize operations in QAT

2.6 Summary

In this background discussion, we mainly explored the potential of Deep Neural Network (DNN) models

in the context of Network Intrusion Detection Systems (NIDS) as well as useful techniques that may help

compress such models’ execution. By incorporating these methods, NIDS can more efficiently navigate

the complex and dynamic world of network security, resulting in more effective threat detection and a

deeper understanding of network behavior. In addition, we also compared these ML-based approaches

with existing signature-based solutions for intrusion detection.
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Chapter 3

Related Work

In this chapter, we explore related work and discuss it from multiple perspectives. This chapter is ded-

icated to establishing a comprehensive context for the current state-of-the-art in the application of ML

within the networking domain, placing special emphasis on our central challenge: the detection of net-

work anomalies.

3.1 ML in Networking

The recent advances in ML led various learning-based models to enable powerful solutions to many

worldwide problems, including networking systems, due to their intrinsic capability of extracting knowl-

edge from data and identifying crucial hidden patterns. The application of ML for traffic classification

has been a research topic for about two decades now [Zuev and Moore, 2005]. In the last few years,

many new use cases have been emerging in networking systems, including traffic routing [Medhi and

Ramasamy, 2017], congestion control [Alcoz et al., 2022] and intrusion detection [Mirsky et al., 2018].

As a result, ML started outperforming previous non-ML handwritten heuristics in all these fields [Boutaba

et al., 2018].

Running the complex ML computation within network devices was unfeasible until recently, and all

ML-based networking solutions were thus deployed in server-based middleboxes. But key technological

progress in networking empowered fast and programmable network devices (e.g., switch ASICs [Intel,

2016] and SmartNICs [Firestone et al., 2018]), progressively enabling the use of ML in the network

data plane. A recent trend is thus the acceleration of networking ML tasks, resorting to programmable

switches [Sapio et al., 2019,Swamy et al., 2022a,Amado et al., 2023].
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3.2 The Challenge of ML-based Anomaly Detection

The efforts made building innovative anomaly detectors have been increasing significantly over the past

few years, owing much to the outstanding success of Deep Learning. In particular, many areas can

benefit from anomaly detection, primarily due to its ability to extrapolate data from limited knowledge,

identifying anomalous segments in the feature space. Grasping the abilities of unsupervised learning, Xu

et al. [Xu et al., 2018] proposed a reconstruction-based anomaly detector for seasonal Key Performance

Indicators (KPIs), based on a Variational Auto-encoder (VAE). Still, motivated by the emergence of

Transformers [Vaswani et al., 2017], Xu et al. [Xu et al., 2021] advanced the state-of-the-art in Time-

Series anomaly detection. While applied to other fields, these results also show promise to bring such

approaches into the networking ML context. However, they may require either heavy compression or

quantization methods, as a consequence of the compute restrictions of existing programmable switching

pipelines.

In general, the use of deep learning is not something new in the field of network intrusion detection.

Accordingly, Kitsune [Mirsky et al., 2018] proposed a deep learning approach for NIDS, leveraged by

the success of unsupervised learning. By using an ensemble of auto-encoders, which will attempt to

reconstruct the network traffic patterns from the extracted features, the authors were able to build a

generic framework for network intrusion detection. The main assumption behind Kitsune is that, while

the model will easily reconstruct benign traffic through the auto-encoder, it will actually present a higher

reconstruction loss whenever malicious traffic is passing through the network, due to the fact that it was

only trained with benign instances. However, since neural networks are computationally expensive, this

and other proposed art using deep learning (e.g., [Tang et al., 2016]) are still unfeasible to deploy to

current network data planes, requiring a new switch architecture [Swamy et al., 2022a] to enable in-

network per-packet ML, or either offloading the model to the control plane, with a significant increase in

overhead, which is the common case.

More recently, Fu et al. [Fu et al., 2021] presented a malicious traffic detector, that employs frequency

domain analysis, increasing accuracy and robustness. In this work, the per-packet features are encoded

as a matrix composed of a set of feature vectors of each packet. A linear transformation is applied to

this matrix to reduce the dimensionality of the problem, without information loss. Finally, Discrete Fourier

Transformation and Logarithmic Transformation are applied before feeding the extracted flow patterns

to a pretrained clustering module, based on the K-Means clustering algorithm. While achieving higher

performances (tens of gbps) than the previous state-of-the-art (Kitsune [Mirsky et al., 2018]), it is still a

server-based solution, and therefore not able to achieve line-rate. It is also unclear if the complex com-

putations involved in feature computation and ML inference are feasible to deploy in network switches

data planes any time soon.
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3.3 Deploying ML Models in the Network Data Plane

The research community has already started exploring the possibility of running ML inference in the

network data plane, to achieve line-rate processing. One of the earlier examples was the introduction

of Decision Trees (DT). In this case, each stage of the match/action pipeline can represent one level

of the tree (Figure 3.1), while the packets convey the feature values [Coralie et al., 2019]. The main

problem of this approach is the very limited depth of the tree, reducing its applicability. To address

this, new model encoding mechanisms were proposed, boosting the efficiency, by using fewer pipeline

stages and enabling larger trees [Zheng et al., 2022a, Zheng et al., 2022b, Zhou et al., 2023]. Further,

benefiting from the improved encodings, IIsy [Zheng et al., 2022a], Planter [Zheng et al., 2022b] and

NetBeacon [Zhou et al., 2023] proposed advanced DT-based models in the programmable data plane,

specifically, Random Forests (RFs) [Breiman, 2001] and XGBoost (XGB) [Chen and Guestrin, 2016].

In addition, Mousika [Xie et al., 2022] uses Binary Decision Trees (BDT), designed with the particular

purpose of ML inference in programmable switching pipelines. Typically, BDT sniffs the bits of each

numeric feature (i.e., binary numbers), by decomposing each trained DT branch into multiple ones. In

fact, a straightforward conversion of DT to BDT would face a combinatorial explosion issue with an

increase of embedded features in a DT [Zhou et al., 2023]. However, Mousika trains its BDT model with

binary features, softening this potential issue. Although these methods are able to deploy per-packet

line-rate anomaly detectors on the programmable data plane, they still are weak in terms of detection

performance, due to the intrinsic limitations of the ML models for this task.

Other types of methods have also been introduced. Recently, Alcoz et al. [Alcoz et al., 2022] pro-

posed a fully automated per-packet detection system specifically targeting pulse-wave DDoS attacks,

based on an Aggregate-Based Congestion Control mechanism. The main achievement of this work was

its fast reaction times, crucial to detecting series of short-duration high-rate traffic pulses. However, such

efficiency depends on the quality of the retrieved features, so an online-clustering module is used to map

malicious traffic as evident outliers. Further, the statistics of the cluster are computed by the controller,

and a programmable scheduler takes action, by mitigating possible anomalous packets, allowing the

benign traffic to proceed fluidly. In this case, therefore, the ML task is not running in the data plane.

3.4 Per-Packet ML: Limitations & Opportunities

3.4.1 Limitations

The integration of ML mechanisms in the network data plane can definitely establish new opportunities,

by enabling intelligent traffic analysis at line-speed rates. However, despite the advantages of data plane

ML, it is crucial to consider the existing limitations of current programmable data planes to understand if
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Figure 3.1: DT-based ensemble model directly mapped to the Protocol Independent Switch Architecture (PISA).
Each level of each decision tree is transformed into match/action rules for further inference, within its
respective pipeline stage.

the necessary trade-offs are favorable. For instance, arithmetic operations are very limited: multiplication

and division are not supported, as well as floating point operations. In addition, even simple operations

have to be mapped to the PISA’s match/action pipeline, which turns out to be composed of a limited

number of stages with limited access to stateful memory. Therefore, implementing ML models in the

data plane is hard, yet only possible for very simple models, but it seems strictly impossible for more
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complex models, such as the DNNs that have shown promise in the detection of malicious traffic.

3.4.2 Opportunity: A New Per-Packet ML Architecture

Current ML models that run on top of PISA-based data planes are still far from achieving the outstanding

results of their server-based counterparts. Unfortunately, current match/action pipelines cannot apply

complex techniques (e.g., deep learning models) due to their extensive representation [Fu et al., 2021],

raising their value by capturing richer and more useful features. Thus, there is a need for either ex-

tending PISA with ML-friendly primitives, or designing innovative switch architectures that can mitigate

the aforementioned limitations, leveraging useful capabilities that may benefit complex decision-making,

while maintaining the required tbps scales. One recent alternative is Coarse-Grained Reconfigurable

Arrays (CGRAs), which have gained popularity as these are optimized for ML arithmetic, by capturing

effective data locality and memory access patterns. So, looking to provide high computational through-

put, Taurus [Swamy et al., 2022a] proposed an efficient data plane architecture, which extends PISA

with a parallel-patterns abstraction, based on Plasticine [Prabhakar et al., 2017], a CGRA composed of

multiple compute and memory units, replacing some of the MATs by a MapReduce block (Figure 3.2).

Figure 3.2: Taurus architecture [Swamy et al., 2022a]

The success of Taurus comes therefore from the use of the pipelined Single Instruction Multiple

Data (SIMD) parallelism, unlike the Very Long Instruction Word (VLIW) architectures commonly used in

the current programmable switches. In particular, Machine Learning (ML) computations are easily vec-

torized, ending up consisting of repeated mathematical operations (e.g., matrix-vector multiplications).

This profile of computation is then made more suitable for SIMD parallelism. As a result, the Tau-

rus architecture is able to perform per-packet ML more efficiently than match/action pipelines, bringing

complex decision-making to the data plane (ensuring line-rate computing with nano-second latencies).

Particularly, the authors of Taurus explored their proposed architecture by developing a small anomaly

detection prototype, using a 4-layer Deep Neural Network (DNN), based on the work proposed by Tang

et al. [Tang et al., 2016]. In this thesis, we used Taurus to investigate different types of DNNs in NIDS
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and to study the trade-offs of using approximation techniques to fit these models in constrained devices.

The Taurus core logic to support these arithmetic operations is in the MapReduce block, which can be

configured by a Domain Specific Language (DSL) for application accelerators (i.e., Spatial [Koeplinger

et al., 2018]). This block organizes vector data on multiple threads, as known as Functional Units (FUs),

that will perform one MapReduce operation. The result of this computation is then passed to a Pipeline

Register (PR) that will maintain the intermediate result along cycles. This described pipeline (Figure 3.3)

composes one Taurus Compute Unit (CU). Taurus contains as many of these CUs as needed to execute

the ML model, at the cost of losing throughput and consuming more power. Since there is no ongoing

production of the Taurus chip, this MapReduce abstraction was deployed in a Field Programmable Gate

Array (FPGA) [Swamy et al., 2022a]. In this thesis, we explore the potential of Taurus for DNN-based

malicious network detection.

Figure 3.3: A three-stage CU, composed of Functional Units (FUs) and Pipeline Registers (PRs) [Swamy et al.,
2022a].

3.5 ML Feature Computation in the Network Data Plane

While so far we have considered the computational difficulty of running ML in the data plane, we have

missed another challenge: computing the features that feed the ML model. In fact, this component of

the ML pipeline is often the most resource-consuming [Mirsky et al., 2018,Fu et al., 2021].

The emergence of programmable switches and the flexibility of PISA, not only inspired the research

community to perform ML inference at the data plane, as well as computing the useful features that feed

the deployed models. This module for feature computation extrapolates the problem of running an entire

ML pipeline in the data plane, resulting in more hardware consumption, together with potential increased

overhead.

Recent work has proposed new traffic analysis mechanisms in the network data plane, with the goal

of collecting per-packet and flow-level features at line-rate. While the former are stateless features from
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individual packets (e.g., typically fetched from the packet headers), the latter generally relies on stateful

statistics from the packets with regard to the respective flow (e.g., inter-packet delay). However, flow-

level features are often based on aggregations, such as mean and variance, which requires operations

not supported by PISA switches (e.g., multiplications and divisions).

FlowLens [Barradas et al., 2021] extracts advanced flow-level counters on the data plane (e.g. packet

size), but performs flow-level feature computation in the control plane, thereby incurring in additional

overhead. Poseidon [Zhang et al., 2020] and Jaqen [Liu et al., 2021], two misuse-based intrusion

detectors, extract some stateful flow information at line-rate in the data plane, though with occasional

control plane interventions. On the other hand, Planter [Zheng et al., 2022b] and Mousika [Xie et al.,

2022] only extract stateless per-packet features in the data plane, though with strict limitations and fully

ignoring useful flow information, crucial for robust detection. Finally, NetBeacon [Zhou et al., 2023]

combines per-packet and flow-level features, successfully boosting traffic analysis effectiveness. In

particular, NetBeacon computes these flow-level features at the data-plane level by using approximation

methods. More recently, Peregrine [Amado et al., 2023], a line-rate anomaly-based NIDS, performs

feature computation entirely in the data plane, while the ML inference module receives the computed

features in the network control plane at every epoch, to perform anomaly detection. We plan to leverage

the feature computation module from Peregrine and integrate it with an in-network ML module running

also in the data plane.

3.6 Summary

We present a summary table (see Table 3.1) to recap the discussed state-of-the-art and compare it with

the approach we proposed in this thesis. Our solution is the only one that performs flow-level feature

computation and DNN-based inference entirely in the network data plane. In addition, we introduce

experiments using distinct DNN models and powerful techniques to compress such neural networks.

NIDS Features Line-Rate DP FC DP ML DNNs

Kitsune [Mirsky et al., 2018] Flow-Level ✗ ✗ ✗ ✓
pForest [Coralie et al., 2019] Per-Packet ✓ ✓ ✓ ✗

ACC-Turbo [Alcoz et al., 2022] Flow-Level ✓ ✗ ✗ ✗
Planter [Zheng et al., 2022b] Per-Packet ✓ ✓ ✓ ✗

IIsy [Zheng et al., 2022a] Flow-Level ✓ ✓ ✓ ✗
Mousika [Xie et al., 2022] Per-Packet ✓ ✓ ✓ ✗
Whisper [Fu et al., 2021] Flow-level ✗ ✗ ✗ ✗

NetBeacon [Zhou et al., 2023] Flow-level ✓ ✓ ✓ ✗
Peregrine [Amado et al., 2023] Flow-level ✓ ✓ ✗ ✓

Our Work Flow-level ✓ ✓ ✓ ✓

Table 3.1: ML-powered NIDS solutions comparison
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Chapter 4

Proposed Approach

In this thesis, our goal is to evaluate different techniques to improve the efficiency of ML models under

resource constraints, with a focus on network-based anomaly detection. In order to be one step closer

to running complex DNN models in the limited network data plane, we explore a concise and powerful

representation learning to decrease the processing latency of such models and achieve the desirable

line-rate performance. On top of that, we resort to multiple methods to compress the execution of ML

models. We also explore new switching hardware that has the primitives and the resources to execute

more complex models.

4.1 Representation Learning

In theory, running complex ML model in network devices requires lightweight model representations, in

order to allow such models to be successfully deployed. However, modern networks require ML-based

anomaly detectors that are able to capture complex interactions within the environment, for instance by

extrapolating the original extracted metadata regarding packet and flow statistics.

4.1.1 Model #1: Autoencoder

One of the models we investigate in this thesis is the Autoencoder (AE), recently shown to be a suc-

cessful model for NIDS with the Kitsune [Mirsky et al., 2018] anomaly detector, which is based on an

ensemble of AEs. Contrary to Kitsune, where features are mapped to different AEs in the ensemble, our

approach removes the mapping computation while only having one single AE. By using only one AE,

instead of an ensemble, the anomaly detector turns out to be significantly more efficient since features

can be directly reconstructed in parallel (in the next chapter we compare some results with Kitsune). In

contrast with our approach, Kitsune introduces an additional output AE layer on top of the ensemble AE
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layer, which will increase inference overhead since it has to be performed sequentially. Instead, we pro-

pose a simple lightweight autoencoder supported by a wise selection of features, and show it is capable

of achieving competitive detection results. Figure 4.1 presents the architecture of Kitsune and the one

we investigate in our thesis. Next, we detail our architecture components.

Figure 4.1: Our AE model vs. Kitsune [Mirsky et al., 2018]

1. Input Layer

Each selected feature is connected to each neuron of the input layer, being S the number of selected

features during the training phase: X = (x1,x2, ...,xS). The smaller the number of selected features,

the more efficient the inference computation will be.

2. Latent Vector

The vector containing the selected features is then embedded into the encoder to be transformed into

a latent vector (Equation 2.2). This non-linear transformation extrapolates a low-dimensional repre-

sentation space, that will force the model to perform a clear distinction between normal and anomalous

packets. In our thesis, we explore different non-linear activation functions, evaluating their computational

impact on the overall system.
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3. Reconstruction Layer

The transformed vector will then be presented as input to the decoder that will be in charge of map-

ping the latent vector back to the input dimensional space. The assumption is that the model, during

its training phase, will only be exposed to the normal behavior of the network. For that reason, it will

learn enriched representations of normal network flows. In contrast, during its testing, the model can be

subject to abnormal occurrences in the network, and because it was only trained using non-anomalous

packets, it will not be able to precisely reconstruct patterns representing anomalies. Given this assump-

tion, we can formulate the loss function as the Root Mean Squared Error (RMSE) between the input and

reconstructed features (greater RMSE, greater the anomaly probability):

RMSE =

√√√√ 1

S

S∑
i=1

(xi − x̂i)2 (4.1)

4.1.2 Model #2: Gated Recurrent Autoencoder

Most attacks tend to have some sequentiality, as packets from the same flow contain relevant sequen-

tial information to the detection task. This means that features representing the packets regarding the

same flow can benefit detection performance. In particular, RNN-based models have shown superiority

in NIDS when compared to non-sequential models [Sohi et al., 2021]. Although flow statistics can al-

ready provide enhanced results (i.e., rather than just relying on individual packet features) [Mirsky et al.,

2018, Fu et al., 2021], there is still the need to go even further and carry a vector representation of

the network flows. Thus, GRUs, a variation of RNNs to capture long-term dependencies, can supply

enhanced sequential information and additionally filter out the relevant information for intrusion detec-

tion from unimportant encodings. One concern regarding RNNs are often discarded due to their long

processing latency, however wise mechanisms have recently allowed running these models with fewer

computational resources by storing the previous GRU state into cache [Branco et al., 2020]. Therefore,

based on the success of GRUs and the importance of extrapolating richer representations of the network

flows, we propose to investigate a Gated Recurrent Autoencoder for our anomaly detection task. The

approach is as follows:

1. Flow Representation

Following the same logic of Peregrine’s feature extractor [Amado et al., 2023], we use the packet’s 5-

tuple (i.e., composed of source and destination IP, source and destination port, and the protocol) as the

flow key to accurately identify each flow in the network. As presented in Figure 4.2, every flow will be

assigned with an initial GRU hidden state. This initial GRU state can be learned and it is basically the

default GRU state for every flow. However, as new packets for a flow arrive, new states are computed,

aiding the reconstruction process of a packet. After inference, the previous state will be discarded,
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whereas the current one is saved into the cache, so the next arriving packet for the given flow uses

this more recent state for inference. Using the GRU gates, the model will naturally promote or diminish

information, based on how relevant it is for classification, so the next packet anomaly score can be

precisely computed.

2. Recurrent Reconstruction

The reconstruction process in the Gated Recurrent Autoencoder is the same as in the Autoencoder, but

instead leverages the sequential encoded states. The calculated GRU state will be used as the latent

representation of the packet, and it will pass through the decoder layer in order to be transformed back

to the input’s dimension. Finally, the reconstruction error function is also the same as Autoencoder’s

(Equation 4.1).

Figure 4.2: Proposed Gated Recurrent Autoencoder workflow

4.1.3 Model #3: Deep Gaussian Estimator

When compared with the previous models, this third model we investigate removes the computation

of the decoder layer, and instead of reconstructing the input features it will individually analyze the

resulting latent vector from each packet. On the one hand, this model is restricted to analyzing the latent

space and may be less capable of abstracting complex network interactions, slightly losing on detection

34



performance. On the other, this model has a lighter representation, consuming fewer computational

resources. The process is as follows:

1. Latent Vector Analysis

After the computation of the latent vector through the model encoder, which follows the same encoder

formulation as in the Autoencoder (AE), the resulting latent vector will be mapped into a multivariate

gaussian distribution N (0, I). The main objective of introducing this distribution is to analyze the latent

vector through a well-structured distribution, that will define the anomaly probability based on the likeli-

hood of each vector on this multivariate distribution. Therefore, similarly to AEs, the Deep Gaussian will

still take advantage of learning non-linear correlations along the way.

Figure 4.3: Proposed Deep Gaussian architecture

2. Training Phase

The fundamental assumption in our Deep Gaussian Estimator is that the data points are generated from

a multivariate Gaussian distribution. The model will typically define as abnormal the data points that

escape from the high density regions of the distribution, and consider as normal the points present in

these specific areas. Having this, the objective during the training process will be to approximate the

distribution of data points to a Gaussian-like shape. In our approach, this was achieved by using an

approximation of the original Kullback-Leibler (KL) formulation (Equation 2.4) to measure the difference

between the two distributions, and thus backpropagate the model to make these distributions alike in

probabilistic terms. This way, incoming data about the network packets can be easily tested against a

multivariate Gaussian, capturing anomalies that tend to deviate significantly from this distribution.
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4.2 Feature Importance

Most feature extractors implement the calculation of a wide variety of feature statistics. In our case, we

use Peregrine’s feature extractor to feed the three ML models we selected to explore. However, depend-

ing on the profile of the attacks, some of the features may be more relevant than others. Most of the

time, filtering those features allows the model to reduce its complexity and achieve even better detection

results since irrelevant, sometimes noisy, features will be kept out from the training set. Consequently,

these features will not disturb the anomaly detector, softening the learning process.

4.2.1 Calculated Features

In our thesis, we use Kitsune’s feature extractor that implements various 1D and 2D statistics (Table 4.1),

computing a total of 115 features. While 1D statistics keep track of the outbound traffic (i.e., i → j flow

directions), 2D statistics deal with both outbound and inbound traffic (i.e., i → j and j → i flow directions).

In order to calculate a panoply of features multiple flow keys are taken into account, namely [src MAC,

src IP], [src IP], [Channel ] and [Socket ]. Additionally, in order to penalize and gradually forget the older

occurrences, Kitsune introduces a decay function that is defined in Equation 4.2. The λ parameter in

the equation represents the decay factor and regulates how fast older packets are forgotten, and t is the

time that has passed since the last packet for the given flow key. To further add diversity, 5 different time

windows are considered when extracting these features (λ = 5, 3, 1, 0.1, 0.01).

dλ(t) = 2−λt (4.2)

4.2.2 Model Dimensionality

In our approach, we tested both Random Forests (RFs) [Breiman, 2001] and XGBoost (XGB) [Chen and

Guestrin, 2016] to search for the best selection of features. This selection process reduces the number

of used features based on their importance score regarding the profile of the attack. Thus, it will reduce

the dimensionality of the input layer leading to a more efficient execution of the model. However, the

dimensionality of the input layer has a major impact on the learning phase. Selecting a very restricted

number of features would lead to underfitting to training data and, in that case, the model might not

be able to acquire a foundation knowledge about the normal patterns of the network. Therefore, the

selection of important features is just another instance of the bias-variance trade-off. As a result, it is

common in the literature to see this selection performed empirically.
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Type Statistic Notation Calculation

1D
Weight w w

Mean µSi
LS/w

Std. Deviation σSi

√
|SS/w − (LS/w)2|

2D

Magnitude ||Si, Sj ||
√
µ2
Si

+ µ2
Sj

Radius RSi,Sj

√
(σ2

Si
)2 + (σ2

Sj
)2

Approx. Covariance CovSi,Sj

SRij

wi+wj

Corr. Coefficient CPSi,Sj

CovSi,Sj

σSi
σSj

LS = linear sum of the packet sizes
SS = squared sum of the packet sizes

SR = sum of residual products for streams i and j

Table 4.1: Computed features [Mirsky et al., 2018]

4.3 Implementation

The three lightweight models investigated in this thesis were implemented to be deployed on the control

plane, where the model is going to be trained, using PyTorch [PyTorch Team, 2016], which can benefit

from GPU support, and in the data plane with Taurus [Tang et al., 2016], where ML inference will take

place. The Taurus logic can be customized using Spatial [Koeplinger et al., 2018], a Domain Specific

Language (DSL) for accelerators, such as the FPGA Taurus used to prototype its architecture [Swamy

et al., 2022a]. Spatial uses pipe blocks that allow the execution and customization of the MapReduce

algorithm within Taurus. In this thesis, all implemented models will therefore recur to these blocks of

computation. In the next subsections, we present one example in Spatial and another in PyTorch.

Consequently, we can separate the three aforementioned models into two categories: Reconstruction-

based Anomaly Detection and Latent Analysis-based Anomaly Detection. Table 4.2 provides an

overview of the three implemented models.

Model Section Category Sequential Modeling

Autoencoder 4.1.1 Reconstruction-based ✗
Gated Recurrent Autoencoder 4.1.2 Reconstruction-based ✓

Deep Gaussian Estimator 4.1.3 Latent Analysis-based ✗

Table 4.2: Implemented models summary
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4.3.1 Reconstruction-based Anomaly Detection

The first class of models implemented in this thesis are reconstruction-based models. Both the Autoen-

coders (AEs) and Gated Recurrent Autoencoder fall into this category. Given the example of the AE

(Listing 4.1), we can separate reconstruction-based models into three pipelines (i.e. Pipe blocks in Spa-

tial) that will respectively leverage the parallel computations of each model component (i.e., encoder,

decoder and RMSE computation). Specifically, since DL models rely on repeated matrix multiplications,

the operator reduceTree is crucial to perform reduction along the desired axes, efficiently leveraging

SIMD parallelism.

Listing 4.1: Autoencoder (AE) implementation in Spatial [Koeplinger et al., 2018]

1 Pipe { // build latent space (ENCODER)

2 List.tabulate(L DIM) { i =>

3 val partial results = List.tabulate(I DIM) { j =>

4 W(j, i) * (

5 (input(MAP(j)) - NORM MIN(j))

6 /

7 (NORM MAX(j) - NORM MIN(j) + 1e-15)

8 )

9 }

10 Z OUT(i) = activation(partial results.reduceTree { + } + B1(i))

11 }

12 } Pipe { // reconstruct latent vector (DECODER)

13 List.tabulate(I DIM) { i =>

14 val partial results = List.tabulate(L DIM) { j =>

15 W(i, j) * Z OUT(j)

16 }

17 R OUT(i) = activation(partial results.reduceTree { + } + B2(i))

18 }

19 } Pipe { // compute RMSE

20 sqrt(List.tabulate(I DIM) { i =>

21 calc se(

22 (input(MAP(i)) - NORM MIN(i))

23 /

24 (NORM MAX(i) - NORM MIN(i) + 1e-15), R OUT(i), 2

25 )

26 }.reduceTree { + } / I DIM)

27 }
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4.3.2 Latent Analysis-based Anomaly Detection

Latent analysis-based models, on the other hand, are restricted to analyzing and making conclusions

entirely based on statistically testing the model’s latent space. The Deep Gaussian Estimator was im-

plemented to test the gains in terms of computation, by removing the typical decoder layer. Listing

4.2 presents part of the implementation of this lightweight model in PyTorch, which is used to train the

model. As shown in line 4, similarly to Kitsune’s implementation, we normalize all the input features

so that they are between 0 and 1, facilitating the training process. These normalized features are then

fed to the encoder network to compute the latent distribution vector (line 8). Finally, the KL divergence

is calculated given the latent representation (line 10). However during evaluation instead of computing

the KL divergence, we calculate the logarithmic density probability (line 28). The logarithmic probability

turns out to be more efficient since it allows us to avoid computing the exponential.

Listing 4.2: Deep Gaussian Estimator implementation in PyTorch

1 def forward train(self, x):

2 self.train()

3 # normalize input

4 x norm = (x - self.norm min) / (self.norm max - self.norm min + 1e-15)

5 # reset gradients

6 self.optimizer.zero grad()

7 # run encoder

8 z = self.encoder(x norm)

9 # KL Divergence as the loss

10 kl div = self.kl divergence(z)

11 # backprop

12 kl div.backward()

13 self.optimizer.step()

14

15 def kl divergence(self, z):

16 return -0.5 * torch.sum(

17 1 + torch.log(z.var(dim=0)) - z.mean(dim=0)**2 - z.var(dim=0)

18 )

19

20 def forward eval(self, x):

21 self.eval()

22 # normalize input

23 x norm = (x - self.mean t) / (self.std t + 1e-15)
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24 # run encoder

25 with torch.no grad():

26 z = self.encoder(x norm)

27 # calculate likelihood

28 return - self.gaussian.log prob(z)

4.4 ML-based NIDS Workflow

We showcase the overall workflow of our system (Figure 4.4). We completely uncouple the programmable

data plane from the slow control plane in our proposed NIDS, to be able to perform detection entirely

in the network data plane, maintaining high-performance data forwarding. So, we can separate our

workflow into two stages: offline configuration stage and online runtime stage. A more detailed

explanation of these two stages of the workflow follows.

Figure 4.4: ML-based NIDS proposed workflow
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4.4.1 Offline Configuration Stage

To support the deployment of the ML model to the network data plane, several steps take place. This

process is done off the data plane since it requires hand-tuning phases, namely dataset curation and

statistics definition. On top of that cumbersome executions, such as feature selection, model training

and quantization will take place in the control plane, as each of these requires a significant amount of

hardware resources.

1. Curate Datasets

In our thesis we use a set of datasets to train the models as well we select a generic set of statistics

to be computed by the feature extractor. However, these modules are customizable, and at times is up

to the network operator to define the datasets. In fact, ML models are data-hungry, and data curation

ensures the cleaning and organization of data, which can help remove noise, errors, and inconsistencies,

therefore reducing the risk of having inaccurate or misleading information in the dataset.

2. Statistics Definition

In addition to data curation, distinct statistics can be calculated depending on the profile of the attack

or on the structure of the network. Consequently, the network operator can play a crucial role in craft-

ing specific statistics to fit the NIDS’ circumstances and needs. Crafting these statistics allows for a

more customized approach to network security, enabling the NIDS to detect both known and emerging

threats effectively. Moreover, network operators can leverage their domain expertise to identify patterns,

anomalies, or specific indicators of compromise that may not be readily apparent through automated

algorithms alone, but in fact, that could enrich the ML detection performance.

3. Feature Selection

Feature selection can be performed through feature importance analysis, and is the preliminary step

in the ML model deployment (described in section 2.5.1). It involves identifying and selecting the most

relevant features (input variables) for the classification task, which helps reduce the dimensionality of

the data, improving efficiency and leading to faster inference times. Consequently, the dataset is pruned

based on the selected set of features that will be passed to the next and core stage of deploying an ML

model, the training phase.

4. Model Training

During this stage, the model learns patterns and relationships from normal network behavior on the

training data to make predictions on new, unseen data. Model training is a critical phase, where the

NIDS acquires the ability to recognize and differentiate between benign and malicious network activity.

The accuracy and generalization of the model heavily depend on the previous steps that influence the
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quality and diversity of the training dataset.

5. Model Quantization

The ML workflow can optionally be integrated with model compression techniques, such as quantization.

Quantization helps optimize the model for efficient deployment, reducing memory and computational re-

quirements, to ensure it can be deployed on the target hardware, by shrinking the model size. In this

regard, we explored some quantization schemes using Post-Training Quantization (PTQ) and Quantiza-

tion Aware Training (QAT). This allows a universal deployment with mainstream quantization methods.

One important detail to point out is that both model training and quantization stages can be merged

together, for instance, if one uses QAT. After this sequence of steps, the model is ready to be deployed

to the network switch (e.g., Taurus [Swamy et al., 2022a]), on which anomaly detection will occur during

runtime.

4.4.2 Online Runtime Stage

Later, after the offline configurations and optimizations in the control plane, we can successfully deploy

the ML model to the network data plane. Since we run both feature computation and ML detection

online, inside the data plane, the communications with the control plane are very limited, and they

may only occur once the model is updated. This prevents the control plane from being a bottleneck in

intrusion detection. The online runtime stage is therefore composed of the following steps.

1. Packet Processing

During the packet processing phase, incoming packets are identified by their flow key, a unique identifier

used to distinguish and categorize network traffic into distinct flows. Flows in networking represent a

sequence of packets between a source and destination with certain shared characteristics, such as the

same source and destination IP addresses, source and destination port numbers, and the transport

protocol (specifically, TCP or UDP). We use Peregrine [Amado et al., 2023] to keep a comprehensive

set of flow counters (i.e., number of packets (w), number of bytes (LS), squared number of bytes (SS))

to allow the feature extractor to capture a wide variety of rich statistics to serve as input to our ML-based

detection system.

2. Feature Extraction

Given the flow counters from the packet processing module, the feature computation consists of extract-

ing and computing flow and packet-level statistics of varying levels of complexity, including packet length,

header fields, and a variety of flow-based statistics (e.g., mean packet size, see Table 4.1) powered by

Peregrine [Amado et al., 2023]. Rather than just relying on simple raw packet headers, learning-based

detection systems can use these richer features to learn normal network behavior and detect devia-
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tions from the norm more accurately for various types of network intrusions, anomalies, and security

threats. However, most of these statistics require arithmetic operations that cannot be performed in the

switch (e.g., multiplication, division). Therefore, some statistics often need to be approximated, affecting

accuracy, a throughput/accuracy trade-off.

3. ML Detection

In this final phase, the ML model utilizes the extracted features to classify the network packets as benign

or anomalous. This classification is performed in real-time as packets arrive at the network switch,

allowing for swift identification of potential security threats and network intrusions.

4.5 Summary

In this chapter, we mainly discuss the models and techniques we propose to investigate in this thesis.

We present three distinct DNN models, which are summarized in Table 4.2, and offer a brief overview of

their implementation in both the control plane, which pertains to the training stage, and the Taurus data

plane [Swamy et al., 2022a], where the models will be deployed. Additionally, we introduce the concept

of feature importance as a valuable technique for further enhancing model performance. We conclude

this chapter by elaborating on a ML-based workflow designed for NIDS.
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Chapter 5

Experimental Results

The experiments in this chapter are driven by the need to enhance network security through the devel-

opment of robust Network Intrusion Detection Systems (NIDS). The primary objective of this research

is to construct a versatile system for anomaly detection in network traffic data using machine learning

techniques. In order to assess the effectiveness and adaptability of our models in the network secu-

rity context, we explore their performance on different datasets and optimization methods. Hence, this

experimental evaluation section aims to answer the following research questions:

Q1: What is the hardware consumption of the proposed models on Taurus?

Q2: How does our approach compare against other NIDS?

Q3: Does a better selection of features improve detection performance?

Q4: How does model dimensionality affect performance?

Q5: What is the effect of quantization on system performance?

Q6: Are the existing available datasets enough to train a robust NIDS?

5.1 Implementation & Hardware

In this thesis, all the models were implemented and trained using the PyTorch deep learning library for

Python [PyTorch Team, 2016]. The training was performed using a single Nvidia GeForce GTX 1060

graphics processing unit with 3GB of VRAM memory, in a machine with an AMD Ryzen 3 2200G proces-

sor and 16GB of DDR4 RAM. By simply implementing the Kitsune’s [Mirsky et al., 2018] training script

in PyTorch (i.e., providing GPU acceleration) we were able to improve the training speed by 2 orders

of magnitude over the open-sourced Kitsune implementation. Subsequently, to execute our models in
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Taurus [Swamy et al., 2022a], we also implement it using Spatial [Koeplinger et al., 2018] and compile

the models with Vivado 2020.2 to make sure they run on the prototyped Taurus testbed (i.e., which uses

an Xilinx Alveo U250 FPGA). To reproduce the results of the MapReduce block, we used a Taurus sim-

ulator, available in this repository [Swamy et al., 2022b]. In addition, the resulting and compiled FPGA

designs were simulated on the Vivado IDE. We maintain the same Taurus configuration for the Compute

Units (CUs), containing 16 SIMD lanes and 4 stages each, and therefore a CU in our approach will

require roughly 0.044 mm2 in area.

Datasets

Similarly to Peregrine [Amado et al., 2023], our system’s evaluation is performed using attack traces

sourced from two key datasets: (1) the Kitsune evaluation dataset [Mirsky et al., 2018] and (2) the

CIC-IDS 2017 and 2018 datasets [Sharafaldin et al., 2018]. These datasets encompass meticulously

annotated attacks within a real-world network laboratory environment and are part of a broader collection

of datasets recognized for evaluating the efficacy of intrusion detection systems. The training stage of

the ML Classifier module is always performed with benign traffic from the same dataset as the tested

attack. For each trace, the initial packets represent benign traffic and serve as the training data for the

model. The subsequent portion of the trace, which is composed of malicious traffic associated with a

particular attack, is utilized to assess the detection performance of the trained classifier.

Metrics

The assessment of an algorithm’s detection performance on a specific dataset can be quantified by its

true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN). Additionally, the

system performance can also be gauged in terms of efficiency. So, in order to measure the detection

performance of our models, we use the following metrics:

• F-Score is computed as the harmonic mean between the recall (true positive rate, which is the

percentage of detected positives) and precision scores (percentage of accurate positives with re-

gard to the detected positives). Higher f-scores mean there will be a small number of false alarms

while maintaining high detection accuracy.

• Recall score at FPR is basically a metric to calculate the recall score (TPR = TP
TP+FN ), fixing the

False Positive Rate (FPR = FP
FP+TN ). As a matter of fact, this value can be directly fetched from

the ROC curve.

• AUC-ROC Curve is the area under the ROC curve, which typically shows the performance of the

anomaly detector at all different thresholds settings (false positive rate values), given the anomaly

probability of all data points. With this metric, a perfect classifier would split all the data points by its

class perfectly, for at least one of the possible threshold settings, therefore achieving an AUC-ROC

score of 1.
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• Chip Area is measured as the necessary area to run the given model on the Taurus switch.

• Power Consumption is an estimation of the consumed power on Taurus for the given model.

5.2 Results & Analysis

Model Precision CUs Area (mm2) Power (mW2)

TAURUS AD fix8 22 1.0 647

TAURUS LSTM fix8 65 3.0 1897

KITSUNE fix8 250 11.0 7296

Deep Gaussian fix8 5 0.2 146

Autoencoder fix8 13 0.6 379

Gated Recurrent Autoencoder fix8 30 1.3 876

TAURUS AD fix32 22 3.9 2568

TAURUS LSTM fix32 65 11.4 7588

KITSUNE fix32 250 44.0 29184

Deep Gaussian fix32 5 0.9 584

Autoencoder fix32 13 2.3 1518

Gated Recurrent Autoencoder fix32 30 5.3 3502

Table 5.1: Hardware consumption (fixed-point precision fix8 and fix32)

The chip area and power consumption are crucial considerations in Single Instruction Multiple Data

(SIMD) architectures, such as the one we test in our thesis, Taurus [Swamy et al., 2022a]. SIMD

architectures are designed to process multiple data elements in parallel, which often involves having

multiple Compute Units (CUs) and widening data paths. Balancing the trade-off between performance

gains and the associated chip area and power consumption is a fundamental challenge in the design

and optimization of SIMD architectures. For that reason, Table 5.1 compares our proposed models with

both Taurus prototyped models, an anomaly detection DNN and a LSTM. In addition, we calculate the

hardware consumption of the Kitsune ensemble model, if it were to be deployed in Taurus. We assume

our models have a latent space of size 2 (i.e., dim(z) = 2) and we select the 10 features that best

represent each attack. The next sections in this chapter will better support and explain this decision.

The chip area and power consumption calculation can be achieved by calculating the number of

Compute Units (CUs) required by the given model. In Taurus, each CU has 16 SIMD lanes which execute

the element-wise multiplication of a neuron. If a neuron in the DNN has no more than 16 weights, all

the neuron computation can be performed within a CU. The fact a CU in Taurus has 4 stages is handy
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since typically the computation of a neuron in DNNs can be separated into 4 distinct parts: (1) element-

wise multiplication, (2) reduction (i.e., to sum the outputs of element-wise multiplication to form the inner

product), (3) apply the bias, and (4) apply the activation function. However, in case a neuron depends on

more than 16 weights, it will require an additional CU to execute all the multiplications and then one more

CU to add all the results together. Having that said, after calculating the required number of CUs, the

total area can be achieved by multiplying the number of CUs with the area of each CU for the 8-bit and

32-bit fixed-point scales, respectively 0.044 mm2 and 0.176 mm2. For the power the former consumes

29.184 mW2, and the latter 116.736 mW2.

The required area of Kitsune makes us conclude that it is practically unfeasible to run its ensemble

model on Taurus. On the other hand, our models require a more reasonable amount of chip area

when compared to the prototyped Taurus models. Compared with Taurus, our trained autoencoder and

deep Gaussian estimator fall below the Anomaly Detector (AD) hardware consumption which can be

executed at line-rate speed. In addition, our gated recurrent autoencoder requires less area and power

when compared to the Taurus LSTM, gaining on the purpose of using RNNs.

Figure 5.1: AUC-ROC score and Recall at FPR=0.01 comparison with Kitsune and the Taurus AD

The target plots in Figure 5.1 compare the Area Under the Curve (AUC) and recall scores results of

our intrusion detector against both Kitsune [Mirsky et al., 2018] and Taurus [Swamy et al., 2022a]. One

may conclude that our proposed models are able to perform neck and neck with Kitsune, presenting

negligible performance degradation, and for some of the attacks still outperform it. Additionally, our

approach clearly surpasses the prototyped Taurus anomaly detector. However, for some of the attacks,
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namely DDoS HOIC and ARP MitM, all the models struggle to learn concrete patterns about the profile

of the attack. We further discuss this problem in Section 5.6. To support our hypothesis that lighter

models are still capable of learning rich representations regarding the profile of the attacks, we better

visualize the latent space in Figures 5.2. The latent space is visualized by directly extracting the 2 latent

variables from the latent space. However, as shown in Figure 5.3, we can apply Principal Component

Analysis (PCA) to better represent the latent space. While the figures on the left represent the data

the model was trained on (i.e., only containing benign instances), the figures on the right are both

composed of anomalous and normal packets (i.e., test set). For both Botnet and SSDP Flood attacks, a

clear pattern between benign and anomalous packets is formed, being an evident sign that lightweight

models in NIDS are able to create a clear distinction between packets.

Figure 5.2: Latent-space visualization for the Botnet attack

Figure 5.3: Latent-space visualization for the SSDP Flood attack with PCA
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5.3 Feature Importance

Understanding the relevance of individual features is a critical aspect, for it has a direct bearing on the

model’s capability to render precise classifications. Indeed, ML models can sometimes grapple with

irrelevant features, and this susceptibility is often due to their initialization. An unfortunate initialization

can lead the model to fixate on specific, often irrelevant features, and become stranded in a local mini-

mum or maximum along the optimization, leading to a suboptimal model. From our empirical evaluation,

such fixation can reduce the model’s capacity to effectively filter out noisy features and extract relevant

information. In addition, reducing the number of features based on their importance results in a smaller

feature space. Thus, this process allows for the selection of a more compact and informative set of input

features, as well as reducing the model complexity.

Figure 5.4: Performance degradation on Port Scan attack (from the best to the worst features)

Figure 5.5: Performance improvement on DDoS HOIC attack (from the worst to the best features)

To support this conclusion, we present two charts (Figures 5.4 and 5.5) that showcase: (1) the

degradation of the model’s detection performance when incrementing the number of best features to

select for the Port Scan attack, and (2) the evolution in detection performance when going from the
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worst features to the best ones for the DDoS HOIC attack. In fact, by observing the second chart it is

actually discernible that training a model for the ARP MitM attack based on the less important statistics,

even with a large subset of features, will only lead to a detection performance around 0.5 of AUC, which

will make the model perform as accurate as a random classifier. In addition, appendix A better explains

the feature relevance across all the attacks.

As a result, Table 5.2 demonstrates the reflected improvements in AUC score when selecting spe-

cific amounts of features, and for most of the attacks, we were able to avoid detection performance

degradation. Thus instead, we not only improved the detection performance of the ML intrusion detec-

tion system, but the main point is that we actually were able to significantly compress the model itself

leading to an overall efficient execution. So, based on these results and the hardware limitations, we

believe selecting the most relevant 10 features for each attack has the best trade-off between detection

performance and efficiency.

Model N Best Features Avg. AUC Improv. (%) Compression (%)

Autoencoder 115 0.00 % 0.00 %

Autoencoder 25 2.08 % 77.99 %

Autoencoder 10 4.05 % 90.99 %

Deep Gaussian 115 0.00 % 0.00 %

Deep Gaussian 25 2.92 % 77.59 %

Deep Gaussian 10 5.98 % 90.52 %

Gated Recurrent Autoencoder 115 0.00 % 0.00 %

Gated Recurrent Autoencoder 25 8.87 % 76.34 %

Gated Recurrent Autoencoder 10 17.60 % 89.07 %

Table 5.2: Average relative improvement across the different attacks when selecting the N best features

5.4 Model Dimensionality

When encoding features to a lower-dimensional latent space, it is important to address the impact of

dimensionality reduction. Studying the relevance importance is definitely a step in the right direction that

will eventually lead to a significant reduction of complexity. On the other hand, the main point of the ML

model latent space is to have a light and intermediate representation of the input features. With this

regard, in intrusion detection, most of the computed features are not fully independent and somehow

correlate with each other (e.g., through the decay factor). This makes us hypothesize that a smaller la-

tent space will still be able to accurately encode the input vector. In Kitsune, [Mirsky et al., 2018] the size

of this intermediate layer of the neural network is still set to 75% of the input space, which we actually
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believe is unreasonable. Indeed, our findings are that going further and reducing the dimensionality of

the latent space does not incur major detection losses, but instead, it is able to compress and reduce

the complexity of the model (Table 5.3). In general, for the tested datasets, reducing to as low as a

2-dimensional latent vector is enough to sustain a reasonable detection degradation, while compressing

the model up to roughly 80% of the initial model size (i.e., with regard to the number of model param-

eters). Therefore, the dimension of the latent space appears as an important parameter that can be

translated into a more efficient ML execution in the Taurus architecture.

Model dim(z) Avg. AUC Degradation (%) Compression (%)

Autoencoder 8 0.00 % 0.00 %

Autoencoder 5 0.47 % 27.97 %

Autoencoder 2 0.77 % 55.93 %

Deep Gaussian 8 0.00 % 0.00 %

Deep Gaussian 5 1.99 % 37.50 %

Deep Gaussian 2 2.49 % 75.00 %

Gated Recurrent Autoencoder 8 0.00 % 0.00 %

Gated Recurrent Autoencoder 5 0.16 % 44.64 %

Gated Recurrent Autoencoder 2 0.29 % 79.93 %

Table 5.3: Average relative degradation across the different attacks for different latent space dimensions dim(z)

5.5 Quantization

On top of reducing model dimensionality, the incorporation of quantization methods can hold a significant

value within NIDS. Since the input space is not fully independent, this will make the model rely on

weight matrices with low intrinsic rank. This opens a path to further compress the ML model through

quantization. The main assumption is that the models will be able to endure a bit-wise compression

that will bind their computations while keeping a solid knowledge about the domain of the attack. Table

5.4 presents the suffered AUC degradation for the Post-Training Quantization (PTQ) and Quantization

Aware Training (QAT) methods. Additionally, we show the gains in terms of area and power, if it were to

be deployed in Taurus. As a consequence, it will result in a significant inference speedup.

We implemented QAT with PyTorch [PyTorch Team, 2016] and PTQ with TVM [Chen et al., 2018],

an open-source Deep Learning Compiler Stack for ML accelerators. For QAT we only tested 8-bit quan-

tization due to the lack of support for the lower bit scales. However, naturally QAT was able to better

withstand compression due to the fact training is performed with the quantized model. In contrast, PTQ
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quantizes the model after its training and is exposed to a slightly larger degradation. Nevertheless, both

approaches are able to bear quantization with minimal losses.

Method Quantization Avg. AUC Degradation (%) Area & Power

PTQ 8-bit 0.65 % – 75.0 %

PTQ 4-bit 0.82 % – 87.5 %

PTQ 3-bit 1.23 % – 90.6 %

QAT 8-bit 0.50 % – 75.0 %

Table 5.4: Relative degradation across the different attacks with quantization, compared to full precision (32-bit)

5.6 Discussion

The main goal of this evaluation was to show that it is possible to perform as accurately as Kitsune

[Mirsky et al., 2018] while consuming significantly fewer resources. We empirically presented methods

that are able to either improve the overall detection performance of the anomaly detector, or in parallel

increase the efficiency of the model execution. At the same time, we introduce a comprehensive esti-

mation of the needed resources to run such models in the Taurus architecture [Swamy et al., 2022a] in

order to look further and run ML-based Anomaly Detection at line-rate.

In the aftermath of this chapter, it is important to note that some of the studied attacks are still difficult

to extract insightful information from (e.g., CICIDS dataset). As a result, this unpractical outcome can

prevent the general deployment of such NIDS. In fact, there is an important need to have a mainstream

standardized dataset in the field of NIDS, like in many subjects of machine learning [Apruzzese et al.,

2023]. At the same time, there is room to improve the set of features being computed by the current

state-of-the-art NIDS. It seems strictly impossible for some of these attacks to simply rely on similar

features that represent similar aspects within the network. Therefore, a broader scope of features may

be necessary in order to leverage a quality representation regarding the profile of the attacks. As a

consequence, scaling the models still seems to be compromised, and smaller models are still able to

keep up with larger models, whereas in many other ML applications scalability has a direct impact on

the performance of the model.
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Chapter 6

Conclusion

In a new era marked by the rapid proliferation of cutting-edge networks and technologies, ML-based Net-

work Intrusion Detection Systems (NIDS) appear as a prosperous field of research. These advanced

systems are gaining prominence due to their ability to fortify network security in the face of increasingly

sophisticated threats. ML-based NIDS leverage network data to enhance threat detection and response,

thereby providing robustness to modern infrastructures. Their role in identifying and mitigating potential

security breaches underscores their importance in safeguarding sensitive information and sometimes

ensuring the uninterrupted operation of critical network systems. As our reliance on networks and tech-

nology deepens, the continued development and application of ML-based NIDS stand as a vital measure

in maintaining the integrity and security of our digital landscape.

6.1 Final Remarks

In this thesis, we explored, implemented and evaluated different Deep Neural Network (DNN) models

in the context of NIDS. Our primary emphasis was gaining a profound understanding of these models’

capabilities and their potential to enhance the efficiency and effectiveness of NIDS. At the same time,

our focus was to understand the possibility of deploying such models in the network data plane at line-

rate speeds. In order to fulfill this requirement, we investigated a new PISA-based switch architecture,

Taurus [Swamy et al., 2022a], that leverages SIMD parallelism to enable per-packet ML inference in the

data plane. As a result, we were to conclude that it is possible to decrease the size of the model, signif-

icantly consuming fewer resources in Taurus, while getting leveled results when compared to Kitsune’s

approach [Mirsky et al., 2018], a state-of-the-art NIDS. In parallel, the models we explored outper-

form the generic Taurus Anomaly Detector (AD). We also investigated methods to run ML model on

resource-constrained devices that have been successful in other fields of ML, such as feature selection

and quantization.
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We hope that this thesis will ignite insightful discussions on the design of enhanced switch archi-

tectures together with model compression techniques capable of efficiently running robust ML models

without compromising their ability to operate at line-rate.

6.2 Limitations & Future Work

New Architectures

Although it is a step in the right direction, Taurus [Swamy et al., 2022a] is still restricted either to very

small models or heavy compression techniques. For larger models, Taurus is not able to keep up with

line-rate speeds, forcing it to resort to network sampling. We look forward to seeing if a new wave of

hardware specialization in the paradigm of networking brings a diverse set of acceleration primitives for

ML inference in the data plane.

New Datasets

Unlike most fields in ML, the shortage of widely accepted datasets in NIDS has been a persistent chal-

lenge in the field. This scarcity of comprehensive datasets hinders the development and evaluation of

NIDS algorithms and models, making it difficult to gauge their real-world performance effectively. Be-

sides, according to SoK [Apruzzese et al., 2023], some of the most used datasets in NIDS are even

flawed. This creates the need for the establishment of standardized datasets in NIDS to ensure the

reliability and efficacy of network security solutions.

Synthetic Data

In ML, synthetic data refers to artificially generated data that mimics real-world data but is created by

statistical algorithms or simulations rather than collected from actual observations. It has been a crucial

topic in various fields, such as healthcare [Chen et al., 2021], in mitigating issues related to data availabil-

ity and privacy concerns, as it enables researchers to explore extensive datasets without compromising

sensitive information. In the context of networking, NetShare [Yin et al., 2022] recently proposed a trace

generator based on Generative Adversarial Networks (GANs). With the lack of available mainstream

datasets in NIDS, this topic certainly emerges as an opportunity.

Compression Techniques

In addition to the compression techniques we explored in this thesis (e.g., quantization), other compres-

sion techniques such as pruning and distillation can optimize the efficiency and deployment of DNNs,

and are worth being investigated in NIDS. Pruning involves reducing the network’s size by selectively

removing less influential neurons or connections, effectively streamlining the model while maintaining its

performance. This technique significantly reduces the computational and memory requirements, bene-
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fiting resource-constrained environments. On the other hand, distillation focuses on knowledge transfer,

where a larger, well-trained model (teacher) transmits its knowledge to a smaller model (student). This

process allows the student model to capture the essence of the teacher’s foundation knowledge, achiev-

ing compression without substantial loss in accuracy.
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Appendix A

Overall Feature Importance

Figure A.1 contains a bar chart with the relative importance of every computed feature averaged

across the tested attacks. The importance was calculated using XGBoost (XGB) [Chen and Guestrin,

2016] that will basically decide what the gain of information of a given feature is, based on the prior

predictions of the tree-based model. Typically the most relevant features include 2D calculations (i.e.,

flow-based features: HH and HpHp) with a small decay value which will force feature calculations over

a broader time window. Each feature name in the figure follows this notation: {flow key} {decay

factor} {stat}. We study feature importance for the following flow keys:

• MI (1D): MAC.IP / —

• HH jit (1D): srcIP.dstIP / —

• HH (2D): srcIP / dstIP

• HpHp (2D): srcIP.proto / dstIP.proto
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Figure A.1: Overall Feature Importance with XGBoost (XGB) [Chen and Guestrin, 2016]
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